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Figure 1: Intrusion detection FSM.
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Figure 2: Stateful firewall FSM.

tion. Finally, to show Kinetic’s generality, we present a
MAC learning switch implementation.

3.1 Capturing Dynamics
We begin with a simple dynamic policy involving intru-
sion detection. Suppose that a network operator wants
the network to drop all packets to and from a host once
it receives an event indicating that the host is infected
(e.g., from an intrusion detection system). Kinetic allows
operators to concisely express these dynamics with finite
state machines that determine how a policy should evolve
in response to events such as intrusions. We chose FSMs
as the basic abstraction for expressing Kinetic programs
because (1) they intuitively and concisely capture control
dynamics in response to network events; and (2) their
structure makes them amenable to verification.

In this example, each host would have a single state
variable, infected. When infected is false, the
controller applies Pyretic’s identity (allow) policy for
traffic from that host; when it is true, the controller ap-
plies Pyretic’s drop policy for the host’s traffic. Figure 1
shows this logical FSM. To support verification, the actual
specification of the FSM for this policy is slightly more
complicated; we expand on this example in Section 4.2.

3.2 Capturing State for Groups of Packets
Defining FSMs in Kinetic has the potential to create state
explosion, since dynamic policies must be defined over
a state space that is exponential in the number of hosts
and flows (and possibly other aspects of the network). For
example, consider the previous example, a two-state FSM
indicating whether a host is infected. If the network has N
hosts, then representing the state of the network requires
an FSM with 2N states, which is intractable, particularly
as the size of the network and the complexity of policies
grow. Instead of directly encoding an FSM that explic-
itly encodes all variable values, Kinetic encodes a single
generic FSM that can be applied to any given group of
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Figure 3: Data usage-based rate limiter FSM.

packets (e.g., all packets from the same host, in the case of
the previous example). Each group of packets has a sepa-
rate FSM instance; packets in the same group will always
be in the same state. We call such a group of packets a
located packet equivalence class (LPEC).

To illustrate the use of LPECs, we describe the imple-
mentation of a stateful firewall that implements a common
security policy. Figure 2 shows the Kinetic representa-
tion of the policy. This program always allows outbound
traffic, but blocks inbound traffic unless the traffic flow
is in response to corresponding outbound traffic for that
flow. For example, if internal host ih1 pings external host
eh2 then packets sent from eh2 should be allowed back
through the firewall until a certain timeout occurs, but only
if ih1 is the destination.

The firewall’s initial state, in the left of the figure, shows
the policy, ihs, which is a filter policy matching all traffic
whose source address in the set of internal hosts. A Pyretic-
encoded query collects outbound packets from hosts in
ihs and produces (outgoing,True) event. This trig-
gers the update of the policy variable to identity

(indicating that traffic is now allowed), and outgoing is
reset. The timeout event is provided by Kinetic event
driver. After certain amount of time (e.g., five seconds), a
(timeout,True) event is invoked unless another outgo-
ing packet is seen within the timeout. The program should
regard inbound and outbound flows between the same
pairs of endpoints with the same state, and the program-
mer should not have to explicitly encode state for every
pair of endpoints. To implement such a policy, the pro-
grammer can define an LPEC to correspond to a distinct
source-destination IP address pair:

def l p e c ( p k t ) :
h1 = p k t [’srcip’ ]
h2 = p k t [’dstip’ ]
r e t u r n ( match ( s r c i p =h1 , d s t i p =h2 ) |

match ( s r c i p =h2 , d s t i p =h1 ) )

3.3 Composing Independent Policies
Many aspects of network state are logically independent.
For example, whether a host has authenticated is indepen-
dent of whether it is infected or whether it has exceeded
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