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Figure 1: IXP architecture and traffic statistics for the Nov/Dec week.

networks to become members at such public peering platforms are
as diverse as the growing number of increasingly diverse ASes. For
example, a CDN interested in optimizing its performance while
keeping its cost low might want to choose an open peering policy
to encourage direct and settlement-free traffic exchange at an IXP
with as many networks as possible. On the other hand, large ISPs
are likely to be interested in establishing peering relationships with
other ISPs of about the same size. To achieve this objective, they
may want to base their peering decision on a selective peering policy
that allows them to deny peering with small ISPs, thus retaining
them as paying customers in customer-provider type interconnection
arrangements that are more lucrative. Transit networks have yet
different objectives for using an IXP – they look at an IXP as a point
of sale of their upstream connectivity offerings. In general, the larger
the number of member ASes at an IXP, the more attractive that IXP
is as a peering platform. This explains to a large degree the high
level of innovation that the IXP marketplace has experienced in the
process of becoming a vital component of the Internet ecosystem.

2.2 IXP infrastructure and data
Figure 1(a) illustrates a high-level overview of the architecture of

our IXP. Although complex to maintain and scale, the infrastructure
of this large IXP is typical of large IXPs in general, and the IXP’s
operation can be described in simple terms. The IXP provides a
layer-2 switching fabric and each of the member ASes connects its
access router to that switching fabric. When a pair of member ASes
decides to peer at the IXP, they establish a BGP session between
their access routers which, in turn, enables the exchange of IP traffic
over this peering link across the IXP’s infrastructure.

The volume and properties of the traffic exchanged at an IXP
depend on the number of member ASes, the location and scope
of the activities of the IXP, the IXP’s service offerings, and if the
IXP operates for profit or as a non-profit organization [18]. In this
paper, we consider the traffic that is exchanged over the public peer-
ing fabric supported by the switching infrastructure of the IXP. In
particular, for this study, we rely on nine months’ worth of contin-
uous sFlow [47] records that were collected in 2011 at the IXP’s
infrastructure using a random sampling of 1 out of 16k packets. Our
sFlow records capture the first 128 bytes of each sampled packet,
thus giving us access to the IP and TCP headers. The sFlow captur-
ing process includes an anonymization step in which IP addresses
are scrambled while maintaining prefix consistency [19].

The efforts we made to assess the quality of the available sFlow
records included checking for sampling bias and identifying and
filtering out less than 1 % of the total traffic that was immaterial
for our study. For example, since sFlow sampling is performed
simultaneously and independently by multiple switches within the

Table 1: Overview of IXPs sFlow dataset.
Apr 25 Aug 22 Oct 10 Nov 28
May 1 Aug 28 Oct 16 Dec 4

Identified member ASes 358 375 383 396
Router IPs 426 445 455 474
MAC addresses 428 448 458 474
Tier-1 13 13 13 13
Tier-2 281 292 297 306
Leaf 64 70 73 77
Countries of member ASes 43 44 45 47
Continents of member ASes 3 3 3 3
Average packet rate (Mpps) 142 150 166 174
Average bandwidth (Gbps) 838 863 954 992
Daily avg volume (PB) 9.0 9.3 10.3 10.7

IXP’s infrastructure, there may exist a bias toward such flows that
traverse multiple sampling points. When counting the number of
different sFlow probes that capture packets exchanged between the
same pair of member router interfaces (MAC addresses), we found
that more than 99 % of these flows were only sampled by a single
probe, providing hard evidence that our data is not corrupted by this
sampling bias. As for immaterial traffic, we filtered out all traffic
contributed by the IXP’s management machines (e.g., route servers)
as well as broadcast and multicast traffic, except for ARP packets.
Finally, we also eliminated all IPv6 traffic as it constitutes less than
1 % of the overall traffic (in bytes or packets) at this IXP.

2.3 IXPs: A moving target
Studying one of the largest IXPs means chasing a moving target.

Large IXPs present a changing environment, with a number of
different dynamic factors acting on different time scales. Over
large time scales (i.e., annual or monthly), there are changes due
to new IXP policies. On more medium time scales (i.e., weekly),
there is churn in IXP membership (e.g., new members join, but
there are also potential departures from the IXP associated with
mergers and acquisitions), number of switch ports, and peerings
(e.g., new peerings are established, de-peerings, or peering changes
such as switching from a public peering arrangement to a private
peering). On small time scales (e.g., daily or hourly and below),
traffic variations are the main cause for changing IXP conditions.

To address this aspect, instead of analyzing the entire nine months
of essentially uninterrupted sFlow measurements from our IXP, we
selected four one week-long periods during late April, late August,
mid-October, and late November/early December of 2011. We
selected weekly periods based on the fact that the AS membership
at our IXP was by and large stable during the course of a week. At
the same time, choosing four one week-long periods from the nine
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