
Figure 2: Query completion times for Redis clients.

account for individual switch artifacts to accurately predict applica-
tion performance. Section 3 discusses our methodology for quanti-
fying this effect and reproducing it in an OVS-based emulator.

2.2 Impact of flow table design
This section explores how differences in flow table hardware and

management software affect the forwarding performance of Open-
Flow switches. The flow table not only defines the maximum work-
ing set of flows that can be concurrently forwarded at line rate, but it
also determines the ability of an OpenFlow controller to modify and
update those rules. Most often, they are implemented in TCAMs,
which combine the speed of exact-match tables with the flexibil-
ity of wild-card rules that match many header fields. However,
TCAMs are relatively complicated, expensive, and power hungry;
economics often limits the physical number of entries available.
Moreover, TCAM rule insertion algorithms often consider the cur-
rent set of rules, and may rewrite them entirely, which can gate the
maximum allowed rate of hardware rule insertions.

In general, emulating the correct flow table size is important
since an OpenFlow network design should ensure that the flow
working set (concurrent set of flows) at any switch fits within its
flow table. Flows that remain in the hardware flow table will see
line rate forwarding; otherwise, they experience zero effective ca-
pacity. Given this zero/one property, it is easy to emulate the perfor-
mance impacts of table size. One could develop a controller module
that keeps track of the current size of the flow table. It behaves nor-
mally when the flow table size is within some threshold; otherwise,
the controller stops issuing new flow_mod events to mimic a full
flow table.

Even if the flow working set is sufficiently small, however, the
presence of shorter flows can still create flow table churn. This op-
erating regime (by one account 90% of flows in a data center send
less than 10 KB [1]) is affected by other characteristics of flow table
management. Four that we observe are buffering flow installation
(flow_mod) events, the use of a software flow table, automatic
rule propagation between the software and hardware tables, and
hardware rule timeouts. For example the HP and Quanta switches
both use software tables, but manage them differently.

While the Quanta switch only uses the software table once the
hardware table is full, the HP switch’s management is more compli-
cated. If flow_mod events arrive more rapidly than 8 per second,
rules might be placed into the software table, which, like the Quanta
switch, forwards flows at only a few megabits per second. In fact,
the firmware buffers new rules that may have arrived too fast for
the hardware table to handle. Whether a rule enters the hardware
or software table is a function of the event inter-arrival rate and the

Figure 3: Throughput of concurrent Redis requests. Active flow
counts fit within each switch’s flow table.

Figure 4: The emulator manipulates OpenFlow events between
the controller and OVS in order to approximate the perfor-
mance of a given hardware switch.

current capacity of the hardware table. A further complicating fac-
tor is a rule-promotion engine that migrates rules from the software
to the hardware table.

While a full exploration of all the interactions (and attempts to
emulate them) is beyond the scope of this work, we use a flow-
churn experiment to illustrate the impact of these differences. Us-
ing the same set-up as shown in Figure 1, we start Redis clients,
asynchronously, every 10 ms, each requesting a 5-MB value from
the server. Throughout the experiment, we ensure that the maxi-
mum number of concurrent flows does not exceed the size of the
hardware flow table for each switch (2000, 1910, 1500, and 510 for
OVS, Quanta, HP, and Monaco, respectively). We set the idle flow
timeout to ten seconds for each switch.

Figure 3 plots the distribution of per-client throughputs. Even
though the number of active flows does not exceed the flow table
size, each switch behaves in a markedly different way. The Monaco
and Quanta switches drop flows while waiting for existing entries to
time out. In contrast, the HP switch never rejects flows as rules are
spread across hardware and software tables; the HP’s hardware ta-
ble is never full during the experiment. Although the Quanta switch
also has a software table, it is not used to buffer up excess rules like
the HP switch. Instead, the controller receives a failure whenever
the hardware table is full.
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