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Table 2. DRQ Protocol

1 DBR send�R to CMR

2 CMR receive�R fromDBR
3 sendQ(�R,S) toDBS
4 DBS receiveQ(�R,S) from CMR

5 evaluateQ(�R,S)
6 send query result to CMR

7 CMR receive query result fromDBS
8 raise alarm if query result is non-empty

Figure 3. DRQ Protocol

The DRQ protocol is very simple: When the constraint manager is notified of an update,
it sends the appropriate incremental query for evaluation at the other site. Delta sets are
usually small enough that the actual data can be transmitted in a straightforward way. For
example, Q(�R,S) may by a query over S with the values from �R “plugged in.” If the
query result is non-empty, then the constraint manager raises an alarm. The DRQ protocol
always detects when a constraint is violated, i.e., it is safe. Unfortunately, DRQ can easily
produce “false alarms,” i.e., it is inaccurate. (As pointed out earlier, a protocol that raises
an alarm every time there is an update also is safe but inaccurate. It should be evident that
DRQ is much less inaccurate than such a protocol.)
To show that the DRQ protocol is safe, we show that starting from a quiescent consistent

global state D0 at time t0, a quiescent inconsistent global state Dn at time tn cannot be
reached without an alarm being raised:

1. At least one update must have occurred between times t0 and tn to reach an inconsistent
quiescent state Dn from consistent state D0.

2. Assume that update u1 occurring at time t1, t0 < t1 < tn, is the last such update
producing an inconsistent state.

3. Update u1 triggers a constraint checking process that does not raise an alarm, so there
exists a time t2, t1 < t2 < tn, at which the state is consistent.


