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Figure 1: An enterprise with 3 departments and 4 policy units.
The Products department consists of two units one of which cor-
responds to administrators.

2.1 What are Policy Units?
Policy units model how a network differentiates amongst its hosts

in terms of the reachability constraints it imposes on them. Two
end-points in an enterprise network belong to a policy unit if and
only if the same set of reachability constraints apply to them when
sending traffic to all network end-points. Policy units divide the
set of all end-points in an enterprise network into disjoint subsets,
where every end-point belongs to one and only one policy unit.
Enterprises can differ significantly in the number and kind of pol-

icy units they implement. For example, the simplest enterprise net-
work could treat all hosts in an identical fashion – all end-points in
the network would then belong to the same policy unit. In a slightly
more complex scenario, policy units could align with departmental
boundaries – e.g. all hosts in the CS Department could belong in
one policy unit and those in EE could belong in another unit. In
other more complex scenarios, enterprises may impose fine-grained
distinction among hosts in a department as well as across depart-
ments. For example, consider an enterprise with three departments:
Sales, Products and Customer Support. Suppose that hosts in each
department can access different sets of end-points in the rest of the
network, as illustrated in Figure 1. For instance, hosts in Sales have
IP addresses ranging from 50 to 80, and they can reach IP address
ranges 50-80 and 100-140. Similarly, hosts in Customer Service can
reach IP address ranges 90-140. Suppose further that a small group
of hosts in the Products department, with IP addresses 18-20, have
greater reachability to the rest of the network (i.e, they can reach
IP addresses 20-140) than others hosts in the department (who can
only reach 20-40 and 100-140); the small group of hosts could be
machines used by administrators for the entire network. Such an en-
terprise network would have at least four different policy units, one
each corresponding to the following source IP address ranges: 18-
20, 20-40, 50-80 and 90-140 (see Figure 1). Our empirical study in
Section 3 shows that enterprises range from the very simple to the
very complex in terms of the policy units they implement in their
networks.
Formally, each policy unit is an equivalence class E on the re-

lation R: H × Pow(Ĥ × C1 × ... × Cm × A). Here H is some
subset of the set of all end-points in the network, and Ĥ is some
subset of the set of all end-points in the network that supersedes H.
A = {permit, deny}, is set of all actions that the network takes
on any communication. Ci are the characteristics of the packets

the network policy cares about, for example source port, destination
port and protocol. Finally, Pow(Ĥ × C1 × ... × Cm × A) is the
power set (the set containing all subsets of a set) of the set of all
end-point/packet-characteristic/action tuples. The policy units for a
network are then the equivalence classes that partition the domain
of R (i.e., the network end-points). An equivalence class E of the
relation R is a set of end-points whose communication with any
end-point in the rest of enterprise is treated in exactly the same way
by the network as a whole.

2.2 Deriving Policy Units from Configuration
We describe an approach for extracting policy units from a net-

work’s static configuration state.
Our strawman approach described below applies to policy units

implemented in Layer 3 in enterprise networks. Thus, our scheme
takes as input router configuration files. Reachability constraints at
this layer are often implemented using control plane mechanisms
such as routing protocol adjacencies and route filters [10, 12], and
data plane mechanisms such as router ACLs [10, 12]. Since we only
focus on Layer 3, each policy unit we derive is a union of other-
wise disjoint IP address ranges. In other words, our approach treats
each IP address in the enterprise as representing a single end-host,
and tries to group together IP addresses that are similar in terms of
reachability constraints into a single policy unit.
Our scheme works in three stages. First we calculate the extent

of reachability between pairs of routers in the network, i.e., set of
packets that can be exchange between routers. Then we calculate
the reachability between pairs of subnets in the network. From this
subnet-level information, we finally derive policy units using a geo-
metric heuristic.

2.2.1 Router-Level Reachability Sets (RRS)
For the first stage, we employ a reachability analysis tool devel-

oped in our prior work [3]. The tool models the impact of both
control and data plane mechanisms to compute the set of packets
that can be exchanged between a pair of routers. This tool has two
components:
(1) Control Plane Simulation: This simulates the interactions be-

tween routing protocols and control plane ACLs (route maps) to
determine the forwarding entries for routers in the network. Our
simulator accounts for the presence of VLANs and multiple routing
protocols such as RIP, OSPF and BGP. The core idea is to sim-
ulate the exchange of routes from the local RIBs (route informa-
tion bases) of the various routing protocols defined on each network
router. Whether or not routes can be exchanged between two rou-
ters is based on the configured routing protocol adjacencies as well
as physical adjacencies in the topology. We apply control plane fil-
ters before routes are exchanged to model control plane restrictions
on route propagation. Whenever multiple route options are avail-
able, our tool break ties in favor of the shortest path, but this could
be extended to accommodate more complex choices of routes. In
the end, we generate a forwarding table (FIB) for each router in the
network, i.e., the list of next hop routes for each destination subnet.
(2) Applying data plane constraints: This component models how

the data plane ACLs defined in other routers on the path between a
pair of routers, and filtering rules defined in on-path firewalls and
middle-boxes, impact which packets are filtered before reaching the
destination router. Define the path between routers R1 and R2,
path(R1,R2), as an ordered list of router interfaces that packets
originating from routerR1 have to transit to arrive at routerR2 (the
path is obtained by examining the FIBs in the network’s routers or
from the control plane simulation above). For path(R1,R2), we
can define the Data Plane and Control Plane sets for the router-


