
not collected so far. To focus only on missing packets, a
mobile agent compares its already collected packets with
the packet list at each neighbor (a set difference problem),
by exploiting a space-efficient data structure for member-
ship checking, i.e., a Bloom filter. A Bloom filter for repre-
senting a set of n elements consists of m bits, initially set
to 0. The filter applies k independent random hash func-
tions h1; . . . ;hk to packet identifiers and records the pres-
ence of each element into the m bits by setting k
corresponding bits. To check the membership of the ele-
ment x, it is sufficient to verify whether all hiðxÞ are set.
Thus, the harvesting procedure consists of the following
steps. First, the police agent broadcasts a ‘‘harvest” request
with its Bloom filter. Second, each neighbor prepares a list
of ‘‘missing” packets from the received Bloom filter. Third,
one of the neighbors returns missing packets to the agent.
Fourth, the agent sends back an acknowledgment with a
piggybacked list of just received packets. Upon listening
or overhearing this, neighbors update their missing packet
lists for the agent. Steps 3 and 4 are repeated until there
are no missing packets.

4.1.2. Performance analysis
We evaluate MobEyes protocols via extensive ns-2 [62]

simulations [8–10]. This section summarizes the most
important results, with the goal of investigating MobEyes
performance from the following perspectives: meta-data
diffusion/harvesting speed in urban environments, and
vehicle tracking application. In the simulations, we con-
sider vehicles moving in a fixed region of size
2400 m# 2400 m. The default mobility model is Real-Track
(RT) that models realistic vehicle motion in urban environ-
ments [63]. In RT, nodes move along virtual tracks, repre-
senting real accessible streets on an arbitrary loaded
roadmap. For this set of experiments, we used a map of
the Westwood area in the vicinity of the UCLA campus,
as obtained by the US Census Bureau data for street-level
maps [64] (Fig. 5). At any intersection, each vehicle ran-
domly selects the next track it will run through; speed is
periodically changed (increase or decrease) by a quantity
uniformly distributed in the interval ½0;%Ds&. Our simula-
tions consider number of nodes N ¼ 100;200;300, moving
with average speed of v ¼ 5;15;25 m=s. The meta-data
advertisement period of regular nodes and the harvesting
request period are kept constant as 3 s. We use the follow-

ing communication model: MAC protocol IEEE 802.11,
transmission band 2.4 GHz, bandwidth 11 Mbps, nominal
radio range equal to 250 m, and Two-ray Ground propaga-
tion model.

4.1.2.1. Diffusion and harvesting performance. We investi-
gate the regular node collection (diffusion) and mobile
agent harvesting processes. We evaluate the cases with
the number of nodes N ¼ 100=300, and the average speed
v ¼ 5=25. Fig. 6 plots the cumulative distribution of meta-
data collected by regular nodes as a function of time. The
process highly depends on the average node speed; in fact,
the speed determines to a large extent how quickly nodes
‘‘infect” other participants with their own meta-data. The
results do not depend on node density. Fig. 7 plots the
cumulative distribution of meta-data harvested by a police
agent as a function of time. The results are mainly depen-
dent on the speed, but unlike passive harvesting, the den-
sity plays an important role in active harvesting.
Intuitively, if there are more neighbors, the agent has a
higher chance of collecting an arbitrary meta-datum. In
Fig. 8, we also plot the cumulative distribution of meta-
data harvested by 1;3 agents ða#Þ with k ¼ 1;3 relay hops.
This estimation is useful to decide the tuning of the param-
eters (k-hop relay scope and number of agents) to address
application requirements. Fig. 8 shows how the number of
agents, the choice of the number of relaying hops k, and the
average speed v of the nodes influence the process. In the
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Fig. 4. MobEyes single-hop passive diffusion. Fig. 5. Map of Westwood area in vicinity of UCLA campus.
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